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What is a p-value?
• p-value: the probability of obtaining a result 

at least as extreme as observed if H0 is true.
– Null hypothesis (H0) is usually: chance/no effect

• P < 0.05 does not necessarily indicate a 
meaningful difference.

• P > 0.05 does not necessarily indicate no 
meaningful difference.
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Type I vs. Type II error
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Life Hack: the boy who cried wolf

1. Caused a type I error: 
• townspeople thought there was a wolf when 

there was not (False Positive)
2. Then caused a type II error: 

• townspeople thought there was no wolf when 
there was (False Negative)



Controling Errors in One Test
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Statistical Power

• The power of a test is the probability of 
rejecting a false null hypothesis (1 – P(FP))

• Power varies based on the effect size and the 
sample size.



Statistical Power

10 Flips

100 Flips

• Power increases with 
sample size.

• Power increases with 
effect size.

• Many studies are 
underpowered.

1000 Flips



What happens when we test more 
than one hypothesis?



A motivational cartoon…



https://xkcd.com/882/



https://xkcd.com/882/



Why is testing multiple hypotheses a 
problem?



What is the distribution of p-values 
under the null?



What is the chance under the null of at 
least one p-value < ! in m ind. tests?

1	– (1	– !)m

http://www.compbio.dundee.ac.uk/user/mgierlinski/talks/pvalues2/p-values8.pdf



Outcomes of Many Tests
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What can we do?

• In one test, α controls the family-wise error 
rate (FWER), the probability of at least one 
false positive : 

P(FP	>	0)	≤	α

• Over all m tests, this is:
P(#FP	>	0)	≤	α



Bonferroni Correction
To control FWER over m tests, adjust the p-value 
threshold (α) we use:

αBonferroni =  α / m

If α=.05 and 20 tests:
αBonferroni =  0.05 / 20 = 0.0025

Or, equivalently, correct the p-values:
pBonferroni = p * 20



Bonferroni Correction Graph

http://www.compbio.dundee.ac.uk/user/mgierlinski/talks/pvalues2/p-values8.pdf



Proof

• Let !",…,!% be the p-values for all tests
• Let I0 be the set of all () true null hypotheses
• We	are	interested	in:
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Problems with Bonferroni
• Bonferroni correction is conservative
– Can use Holm-Bonferroni instead:

• Bonferroni says little about the mix of TPs and FPs 
in the set of hypotheses called significant.

• If we expect that many tests should reject H0, we 
may be fine with more than one FP.



Genome-wide Analyses

Many genes are likely to 
be differentially expressed 
between conditions.



Why not control # FPs in tests called 
significant?
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False Discovery Rate (FDR)
FP / (FP+TP)

vs.
False Positive Rate (FPR)

FP / (FP+TN)

q-value: the FDR analog of the p-value



Benjamini-Hochberg Procedure
1. Rank p-values in ascending order: !(#) …!(&).
2. For a given ', find largest ( such that !()) ≤ )

& '.
3. Reject the null for all +(,)for - = 1,… , (.

http://www.compbio.dundee.ac.uk/user/mgierlinski/talks/pvalues2/p-values8.pdf



Benjamini-Hochberg Procedure

• BH procedure is less conservative than Bonferroni 
correction.

• In genomics, we often expect many rejections of the 
null and can tolerate a few false positives.

1. Rank p-values in ascending order: !(#) …!(&).
2. For a given ', find largest ( such that !()) ≤ )

& '.
3. Reject the null for all +(,)for - = 1,… , (.



BH Graphical Example

http://www.compbio.dundee.ac.uk/user/mgierlinski/talks/pvalues2/p-values8.pdf



Other useful metrics
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Sensitivity, Recall, True Positive Rate
TP / (TP+FN)

Specificity, True Negative Rate
TN / (TN+FP)

Precision, Positive Predictive Value
TP / (TP+FP)



Discussion
1. How can we account for correlation structure 

among the results of our multiple tests?

2. Should you perform multiple testing correction 
for all the hypotheses you test in your life?



Tomorrow

• Examples of permutation and bootstrap 
methods for jointly adjusting for multiple 
testing


